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HETFTEHFXN, THTRT 12c RAC K New Feature:

o Cluster Health Monitor Enhancements for Oracle Flex Cluster: The
Oracle Cluster Registry (OCR) backup mechanism enables storing the
OCR backup in an Oracle ASM disk group. Storing the OCR backup in an
Oracle ASM disk group simplifies OCR management by permitting access
to the OCR backup from any node in the cluster should an OCR recovery
become necessary.

«Oracle Flex Cluster: Oracle Flex Cluster is a new concept, which joins
together a traditional closely coupled cluster with a modest node count
with a large number of loosely coupled nodes. In order to support
various configurations that can be established using this new concept,
SRVCTL provides new commands and command options to ease the
installation and configuration. CGX g2 N FIXANERAREREEZ H
Fo oo o)

«Oracle Cluster Registry Backup in ASM Disk Group Support: The Oracle
Cluster Registry (OCR) backup mechanism enables storing the OCR
backup in an Oracle ASM disk group. Storing the OCR backup in an
Oracle ASM disk group simplifies OCR management by permitting access
to the OCR backup from any node in the cluster should an OCR recovery
become necessary.
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«IPv6 Support for Public Networks: IPv6-based IP addresses have
become the latest standard for the information technology infrastructure
in today's data centers. With this release, Oracle RAC and Oracle Grid
Infrastructure support this standard. You can configure cluster
nodes during installation with either I1Pv4 or IPv6 addresses on
the same network. Database clients can connect to either IPv4 or IPv6
addresses. The Single Client Access Name (SCAN) listener automatically
redirects client connection requests to the appropriate database listener
for the IP protocol of the client request. (A IRIRIKIREF] T IPv4)

« Grid Infrastructure Script Automation for Installation and Upgrade: This
feature enables running any script requiring root privileges through the
installer and other configuration assistants, so that you are no longer
required to run root-based scripts manually during deployment.Using
script automation for installation and upgrade eliminates the need to run
scripts manually on each node during the final steps of an Oracle Grid
Infrastructure installation or upgrade. (AN XA Th B /& disable 1),
XA ) 2R S e LR S, s, RER. o . )

«Oracle Grid Infrastructure Rolling Migration for One-Off Patches:Oracle
Grid Infrastructure one-off patch rolling migration and upgrade for
Oracle ASM and Oracle Clusterware enables you to independently
upgrade or patch clustered Oracle Grid Infrastructure nodes with one-off
patches, without affecting database availability. This feature provides
greater uptime and patching flexibility. This release also introduces a
new Cluster state, "Rolling Patch.” Operations allowed in a patch quiesce
state are similar to the existing "Rolling Upgrade" cluster state.

«Oracle Flex ASM Server and Oracle CloudFS: Oracle Flex ASM decouples
the Oracle ASM instance from database servers and enables the Oracle
ASM instance to run on a separate physical server from the database
servers. Any number of Oracle ASM instances can be clustered to
support numerous database clients. This is a component feature of
Oracle CloudFS. (F—"MTHEBLXAS, XA R 2 —AN 5@ 12¢ Cluster
IR AT, ANFRE Flex Cluster)

This feature enables you to consolidate all storage requirements into a
single set of disk groups. All these disk groups are managed by a small
set of Oracle ASM instances running in a single Cluster Synchronization
Services (CSS) cluster. Depending on the performance requirements,
you can make policy decisions on how various Oracle ASM clients access
its files in a disk group.

Oracle Flex ASM supports Oracle Database 12¢ Release 1 (12.1) and
later. Oracle Database 10g Release 2 (10.2) or later through Oracle
Database 11gRelease 2 (11.2) can continue to use ASM disk groups with
no requirement to install patches.
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«Policy-Based Cluster Management and Administration: Oracle Grid
Infrastructure allows running multiple applications in one cluster. Using
a policy-based approach, the workload introduced by these applications
can be allocated across the cluster using a policy. In addition, a policy
set enables different policies to be applied to the cluster over time as
required. Policy sets can be defined using a web-based interface or a
command-line interface.

e Shared Grid Naming Service (GNS) Across Multiple Clusters: In previous
releases, the Grid Naming Service (GNS) was dedicated to one Oracle
Grid Infrastructure-based cluster, providing name resolution only for its
own cluster member nodes. With this release, one Oracle GNS can now
manage just the cluster member nodes in its own cluster, or GNS can
provide naming resolution for all nodes across all clusters in the data
center that are delegated to Oracle GNS for resolution.

Using only one Oracle GNS for all nodes that are part of an Oracle Grid
Infrastructure cluster in the data center not only streamlines the naming
convention, but also enables a data center cloud, minimizing day-to-day
administration efforts.(Oracle 11.2 GI FF 47 32 £F GNS (1977 Uk & SCAN
listener, AR ELEAE S, —RIE R4 F DNS KA E SCAN Listener. o .
PLFEIT 12¢ Flex Cluster, Fifl R G2 I EX ARG T, o(N_N)o I

7

e Support for Separation of Database Administration Duties: Oracle
Database 12c Release 1 (12.1) provides support for separation of
administrative duties for Oracle Database by introducing task-specific
and least-privileged administrative privileges that do not require the
SYSDBA administrative privilege. These new privileges are: SYSBACKUP
for backup and recovery, SYSDG for Oracle Data Guard, and SYSKM for
encryption key management. (& 7 84, & kI, %18 Oracle B 7
ey N e i)k, @24, e o o RRIRERMH T
11.2 Gl 2237 R, AR grid, oracle, 2062 JFEK K JL4, oninstall,
dba, asmadmin, asmoper, asmdba. . . )
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